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Feedback from ADMT17  
S Pouliquen / M Scanderbeg     14-16 March 2017 
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Status of the Argo Data System 

Monitoring the Real Time system and the delays 
Updating Data Format to V3.1 to be able to handle: 

Change in mission for Iridium and Argos3 floats 
Separate surface and sub-surface profiles  
Enhancing trajectory data 
Have the capability to include new variables especially Bio-Argo 
new parameters  

Make proposal to streamline insertion of floats with non approved 
variables/sensor types into the Data System  
Improving data consistency and completeness 

Monitoring data quality through OA and altimetry analyses 
Mandatory metadata, standardization of Format-ID 
Implementation of new format checker at GDAC 

Monitoring DMQC processing and delays 
Feedback on ARC activity 
Towards DMQC for Trajectory  
Consolidating Bio-Argo data management  Bio-Argo workshop 
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Data System monitored from AIC 
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Real Time Data Stream - GTS 

92% and 89% of TESAC and BUFR messages are available to the users 
within 24 hours of the float surfacing.   

There is no significant different in timeliness whether a float uses ARGOS 
or Iridium for communication. 
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Data monitoring 

Continuing manual QC checks 
Daily: Coriolis performing an OA to detect anomalies and 
send  “standardized” feedback to DACs. Dacs then provide 
feedback to Coriolis (is the data truly good or bad?) to 
improve the system and decrease false alerts  
Monthly: Coriolis sends a report to the DACs summarizing 
all OA anomalies detected 

Results are good with a mean of less than 100 failures 
per month 
DACs are correcting profiles and providing feedback 
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Data monitoring 

Changes in 2016 
Increase in December 2016  : 254 for OA, 149 floats on 
year 2014-2015 from feedback from modelers 
Tracking of format anomalies at GDAC also provided : 
real-time adjustments, without filling <param>_adjusted 
and <param>_adjusted_error. Incorrect file name and 
data_mode after DMQC, float with some files missing 
(profile without meto or tech or traj 
Density test inversion warning on monthly basis 
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Tacking V3.1 Conversion: Active floats well advanced 
. History in progress 

February 2017 
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Tacking V3.1 Conversion: Active floats well advanced.  
History in progress 

February 2017 
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Data monitoring with Altimetry 

Quarterly: Comparison to altimetry : A summary is produced 
and sent to all DACs. Individual messages are sent by AIC 
when the same anomaly is present in two consecutive runs 
without any action from DACs/Pis.  Most of the DM operator 
are now responding to these reports and fixing their anomalies 

143 floats: : : 61 ‘R’, 44 ‘A’, 4 ‘D’ (43 new floats in 2016 at 
ADMT16) 
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Data monitoring with Altimetry 

Some old floats have been corrected but some still need urgent 
correction: 38 floats are in the list for more than 2 years ,  50 floats 
are in the list for more than 1 year 
Some floats should be put as priority for DMQC , and in between put 
in GreyList by the DAC ‘without waiting for PI agreement) 
~50 % of the floats (74) extracted shows only one isolated very bad 
profile …  
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Data monitoring with Altimetry  

 All profiles, QC=‘1’ = 1 103 189 profiles (as of August 2015) 

 

 

 

 

 

 

 All profiles, QC=‘1’ = 1 232 891 profiles (as of August 2016) 

 

 

 

 

 

 

 Statistics are degraded for ‘R’ observations 

 

 

 

Floats Correlation Mean 

difference

(cm) 

Rms 

difference 

(cm) 

Rms 

difference 

(%) 

Nb profiles % Total 

profiles 

ALL 0.80 -0.01 4.85 24.80 1 103 189 100 
DATA_MODE=’R’ 0.74 0.25 5.82 29.81 139 517 12.6 
DATA_MODE=’A’ 0.71 0.47 5.33 26.81 286 467 26.0 
DATA_MODE=’D’ 0.88 -0.26 4.40 22.40 677 205 61.4 

Floats Correlation Mean 

difference

(cm) 

Rms 

difference 

(cm) 

Rms 

difference 

(%) 

Nb profiles % Total 

profiles 

ALL 0.77 0.24 4.99 25.48 1 232 891 100 
DATA_MODE=’R’ 0.72 0.70 6.19 34.86 160 120 13.0 
DATA_MODE=’A’ 0.68 1.00 5.36 25.41 319 746 25.9 
DATA_MODE=’D’ 0.88 -0.18 4.51 23.04 753 024 61.1 
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 Statistics are degraded for ‘R’ observations 
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Data monitoring with Altimetry 

Rms difference % var(SLA)   Rms difference cm 

 Statistics are improved when data from the 143 floats present 

in the Alti QC list are rejected 
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At AIC 633 floats were detected 
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At AIC 144 floats pending 

Argo PMEL 9,03% Argo INDIA 13,89% 
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At AIC 186 floats pending for QC feedback 

Argo WHOI 33 

Argo UW 21 

Argo INDIA 20 

Argo eq. 
NAVOCEANO 13 

Argo PMEL 13 

These programs 

need to take actions 

These programs should continue to provide feedback 

Argo SIO 7 

Argo CANADA 5 
Argo ITALY 4 
Argo UK 4 
Coriolis 4 

Argo AUSTRALIA 3 
Argo CHINA 2 
Argo KIOST 2 

Argo NIMS/KMA 2 

Argo AWI 1 
Argo BRAZIL 1 
Argo BSH 1 
Argo eq. CHINA 1 
Argo IFM-GEOMAR 1 
Argo JAMSTEC 1 
Argo UK Bio 1 
Argo UW-APL eq. 1 
Argo UW-SPURS  
eq.  1 
Coriolis-OVIDE 1 
NAOS-France 1 
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Real Time Data Stream 

Improvement in procedures 

RTQC for umpumped SST defined and implemented at 
AOML, CORIOLIS ,INCOIS, MEDS , JMA, BODC. Are 
transmitted in files in V3.1 format 

Meta and Tech files are now very detailed and complete ,  

but difficult to fill for some DAC = define Mandatory 
and highly desirable fields  

Ref table maintenance request man power  

Argo teams should only work on approved sensors and 
platforms 

 See Esmee’s talk 
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Update in REFDB 

A cookbook for REFDB update will be issued 

A WG to Identify the best quality CTD before inclusion in REFDB  was 
set up by working group (CCHDO, NCEI, Ifremer,NOC, BODC) 

 See Steve talk 
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Delayed mode QC 

Backlog as at ADMT – 32% 

 

 about 0,7% (≈7000) D-files 
have anomalies ( slow 
correction) 

 

Reducing the backlog has 
stalled for past 5 years  

 See Sylvie talk 

 

Some DACS have no DFiles 
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DAC #DMQC > 12 months #Total > 12 months % DMQC 

AOML 595,009 829,116 71.8 

BODC 31,307 54,611 57.3 

CORIOLIS 133,282 210,189 63.4 

CSIO 10,221 35,991 28.4 

CSIRO 99,900 115,919 86.2 

INCOIS 27,819 48,462 57.4 

JMA 102,275 165,235 61.9 

KMA 9473 10,563 89.7 

KORDI 0 16,114 0 

MEDS 27,455 43,009 63.8 

NMDIS 0 2453 0 

Total 1036741 1531662 67.7 

  Note:  Any profile that lacks JULD in index file is not included 
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GDAC status 

Currently, 11 DACs submit regularly data to GDACs.  

On November 27th, 1 303 072 files were available from the GDACs 
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GDAC status –  

Synchronization between the two GDACs was increased to 10mn  

The size of GDAC/dac directory was 168Gb (+33). The 33% increase 
of the size of the dac directory is not sustainable. It is mainly due to 
the multi-profile files that contain combinations of high vertical 
resolution profiles and standard or low resolution profile  

 An action is opened to study the use of NetCDF4 (with built-in 
compression features) for multi-profile files built by the GDACs 

More than 99% FTP availability  

Average of 321 unique user monthly and 3To of data downloaded 

Rsync and ERRDAP services set-up at GDAC. 
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Enhanced file checker is in operation  since March 2015 

Format Checks: 

Compares the format of  every file with the standard in the Users 
Manual. 

Checks: Global attributes, Dimensions, Variables, Variable 
attributes (names and settings) 

Ensures <PARAM> variables only in correct file type (core- / bio-) 

Data Consistency Checking or Sanity checks: Only on V3.1  

Values of all “reference table variables” are checked against the 
official table. 

Variable inter-comparisons 

Example: <PARAM> and <PARAM>_QC 

  DATA_MODE, <PARAM> and <PARAM>_ADJUSTED 

Additional D-mode profile file checks defined by the DM group. 

Does NOT do any cross-file checks (ie, meta-data file compared 
to profile file) 

Trajectory checking has begun 
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ARC activities  

Presently there are 6 ARCs 

Pacific ARC coordinated by JAMSTEC 

North Atlantic ARC coordinated by Ifremer  

South-Atlantic ARC coordinated by AOML 

Med-ARC coordinated by OGS 

Indian ARC coordinated by INCOIS 

Southern ARC coordinated by BODC 

 

Low activity in South -Atlantic ARC  due to lack of funding 

Reactivation of Southern ARC involving BODC BSH CSIRO in link with 
CCHDO and SOOS 

In all ARCs 

Specific viewing facilities 

Monitoring of Argo deployment in the area  

Encouraging CTD provision for REF DB   
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ARC activities  

Some organise orphan float processing (NA-ARC AND MED-ARC in 
link with Euro-Argo, Indian-ARC, Pacific-ARC) 

Pacific-ARC and Indian-ARC generated gridded products for users  

 

NA-ARC and Pacific-ARC perform consistency check of the Floats in 
their area and provide feedback to the Pis   

 

NA-ARC has tested new OW configuration that better takes into 
account the inter-annual variability and provides more realistic error 
bars. The modifications applied are described in Cabanes et al, 2016.s 
doi.org/10.1016/j.dsr.2016.05.007 

 

Statistical analysis made by Ifremer within NA-ARC: Some indications 
exist that some floats with SBE sensors are more often corrected for 
a fresh bias at the beginning of the mission than a too salty one, 
although it is a very low percentage of the total of the floats (2% 
versus 1%).     

 See Guillaume Maze  and Breck Owen talks 
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Conclusion of ADMT18 

Real-time processing is going on according to commitments 

Transition to Format 3.1  

is still on going but nearly over for Active floats in most DACS 

Conversion of historical data started but will take longer 

Implementing the GDAC file checker, prevents poorly formatted data 
and data with discrepancies from entering the GDAC. 

It makes the Argo data more consistent 

It’s based on standardized metadata on configuration and 
technical information. It’s time consuming to set up and maintain 
but the benefit will be important if another major failure happens 

ARC work is becoming more and more important but this activity is 
under funded and progresses on best efforts 

With new types of floats, sensors, and transmission, the Argo data 
are more complex and we should envisage organizing training on 
data for users on a few days so that they really use all the 
possibilities offered by the data.   


