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Review of Argo data performance on  the Global Telecommunication  System (GTS) 
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[image: ]Background 
• BUFR data sources: 
⮚ Environment and Climate Change Canada 
⮚ Japan Meteorology Agency (JMA) 
• NETCDF file source: 
⮚ ar_index_global_prof.txt at US GDAC
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[image: ]Argo performance on GTS as of  October 2019
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	Monthly Average between 

	October 2019- October 2020:

	

	BUFR msgs: 
	13453

	Iridium BUFR msgs: 
	10662

	Argos BUFR msgs: 
	2785

	Beidou Bufr msgs: 
	20

	#Netcdf files: 
	13638




	Monthly Average between 

	October 2019- October 2020:

	

	BUFR on GTS in 24 hr: 
	90%

	Iridium BUFR on GTS in 12 hr: 
	90%

	Argos BUFR on GTS in 24 hr: 
	89%

	Beidou BUFR on GTS in 12 hr: 
	91%
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[image: ]Percentage of data on GTS within 12 hour target by  DACs 
[image: ]Note: LFVW(France-CLS), and RKSL(Korea) were not transmitting messages on Iridium satellite during the reporting period.[image: ][image: ]
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[image: ]Percentage of data on GTS within 6 hour target by  DACs 
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Note: LFVW(France-CLS), and RKSL(Korea) were not transmitting messages on Iridium satellite during the reporting period.[image: ][image: ]
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Percentage of Argo data on GTS within the  
6 and 12 hour targets per month 
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[image: ]Conclusions 
• On average, 13453 BUFR messages were transmitted monthly on  the GTS between Oct 2019 and Oct 2020, of which 90% of the  message meet 12 hours target. 
• We started to received messages transmitted on the Beidou satellite  in July 2020 
• If Argo changes timeliness target from 12 to 06 hours, 80% of Argo  data meet the time target. 
• Some DACs had issues (<80%) meeting the 12 hour target  consistently. 
• LFVW(France-CLS), and RKSL(Korea) were not reporting  messages on the Iridium satellite system during the reporting period.
[image: ][image: ]
[image: ][image: ][image: ][image: ]
  
o
i
s
i
V
 
0
2
0
2
 
r
e
b
m
e
c
e
D
- 
 
1
2
-
T
M
D
A
Status of Anomalies at GDAC[image: ]
C. COATANOAN 
with the Coriolis operators 
1 
[image: ]SINCE LAst ADMT – CHANGES (REPORT)[image: ][image: ][image: ][image: ][image: ] 
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Organizationof the report: 
- The first table has been slightly reorganized to highlight the new floats for which drift  has been detected. The others are left under the banner "Previous reports" and indicate    
those still detected by the anomalies (not yet in grey list).  
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- At the end, two new categories  
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- one to indicate the floats for which the DAC operators do not agree although  
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these floats still appear in the anomalies. 
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[image: ]SINCE LAst ADMT – DOUBTFUL FLOATS, GREY LIST[image: ][image: ][image: ][image: ] 
ADMT20 - Action 13. Ask DACs to put floats that fail MinMax test for drift on the  greylist. Information for this is found in monthly report from Coriolis in first chart.  Start cycle and QC flag suggestion are included in the report. DACs should do  this automatically w 
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🡺 Not the case for some Pis/DACs : Putting the float on the grey list reduces the  
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time needed to warn the floats by the MinMax method. And leads to decrease  
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Please consult this report and proceed in priority with the DMQC. 
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Please also refer to the other procedures highlighting anomalies (see  the website for links to the lists of problem floats).  [image: ]
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http://www.argodatamgt.org/DMQC/What-float-should-I-process-first
Number of anomalies by year, by month 
Regular - Special events on profile QC which can explain increase of anomaly number 
  [image: ]
o
i
s
i
V
 
0
2
0
Spike test in 2019 
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minmax 
ANOMALIES MONITORING [image: ]QC=4 BAD [image: ]QC=1 GOOD[image: ]
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CONCLUSIONS 
  
Please refer to this report, check your floats in the  
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first table and perform the DMQC on those floats in  
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priority. 
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Grey list the floats that are in the table, especially  
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those that have been drifting for several months. [image: ]
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More information by DAC in the background presentation 
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Status on anomalies detected with  Argo Data Management Meeting (ADMT-21) – 2-4/12/2020 [image: ]
- 1 - 
altimetry 
Nathalie Verbrugge
CLS, Environment & Climate
SYNTHESIS OF THE QUARTERLYArgo Data Management Meeting (ADMT-21) – 2-4/12/2020 
[image: ]ANALYSES
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5 floats (with [image: ]
Status on the anomalies detected since Feb 2015
13 platforms for which a greylisting 
recommendation from the previous analysis 
was issued are corrected but are not 
greylisted and the latest cycle is wrong
feedbacks) are still in 
Argo Data Management Meeting (ADMT-21) – 2-4/12/2020 
the list until they are 
- 3 - 
examined in DT [image: ]
mode.
■Anomalies
■Feedbacks■Corrected, ok, no feedbacks
Values in the office and not accessible due 
to COVID situation ;-) 
Please send Feedbacks ! 
15 with only the latest values in alert. Corrected before [image: ]
but still in the list. Not in greylist in this case…
 Feedbacks was received for 9 floats & 21 have been corrected since the last 
Status on the anomalies detected in November 2020 At the time of the ADMT 20, 9 platforms were on alert with a greylist tag from 
 Last distribution #50  708 floats has been analyzed / 172 floats in alert
 172 floats extracted :  
 49 ‘R’, 86 ‘A’, 44 ‘D’ 
Mainly bad adjustment in DT 
 43 BLK, 129 CHK 
Argo Data Management Meeting (ADMT-21) – 2-4/12/2020 
- 4 - 
analysis but without feedbacks 
several analysis: 3901548, 3901889, 3901896, 3901904, 3901954, 3901956,  2901758, 2901759, 2901760. They are now only 3 left in this list: 2901758, 2901759, 2901760. Thank you 
 Relative to the fact that ~31 % of the floats extracted show only one isolated very bad profile (or few cycles)… 
Some comments 
• I have added in the complete [image: ]
presentation a description of the  
terms used in the alerts to ease their 
understanding (I’ve had questions  
• Please send your feedback, then if  
you correct the float it is easier for me  
to remove it from the list. 
• Don’t hesitate to contact me if the  
alert is not clear for you 
• Some floats are in alert and grey list 
is recommended. Some cycles are  
corrected except the latest. The float 
is not in the greylist… Why? 
about this) 
Platform 4903174[image: ]
Argo Data Management Meeting (ADMT-21) – 2-4/12/2020 [image: ][image: ]
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(nverbrugge@groupcls.com) 
GENERAL QUALITY OF THE  Argo Data Management Meeting (ADMT-21) – 2-4/12/2020 [image: ]
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ARGO NETWORK
Floats Correlation Moyenne 
Nb profils % Total  
General quality of Argo dataset 
s (cm)Rms 
ALL 0.86 0.59 4.88 23.68 1 604 415 100
 All profiles, QC=‘1’ = 1 405 441 profiles (as of November 2020) DATA_MODE=’R’ 0.85 1.69 6 27.35 132 546 8.3
 Corrélation Moyenne  
Rms  
Rms  
Nb profils % Total 
DATA_MODE=’A’ 0.84 1.46 5.45 24.09 296 591 18.5
différences  
différences  
différences  
profils 
DATA_MODE=’D’ 0.87 0.25 4.59 22.95 1 175 278 73.2[image: ]
(cm)  
(cm)  
(%)  
ALL 0.86 0.77 4.97 24.25 1 816 564 100   Statistics were degraded between 2015 and 2017. In 2018, Statistics remains relatively stable. In 2019, statistics are improved, except for the mean. The statistics are a little less good in 2020, in particular on the R mode 
DATA_MODE=’R’ 0.83 2.19 6.51 30.04 134 905 7.4  Argo Data Management Meeting (ADMT-21) – 2-4/12/2020 
DATA_MODE=’A’ 0.85 1.76 5.65 25.12 216 262 11.4 - 7 - 
	DATA_MODE=’D’ 
	0.87 
	0.49 
	4.68 
	23.28 
	1 465 397 
	80.7 




 All profiles, QC=‘1’ = 1 552 414 profiles (as of September 2019) Rms 
différence 
différences 
différences 
(cm) 
(%) 
profiles
General quality of Argo dataset 
Rms difference % var(SLA)All profiles QC=1 [image: ]
Statistics are degraded 
for ‘R’ observations (and A)
Argo Data Management Meeting (ADMT-21) – 2-4/12/2020 [image: ][image: ][image: ][image: ]
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All profiles QC=1 without platforms in alert 
Statistics (mainly ‘R’) are 
improved when data from 
the 172 floats present in 
the Alti QC list of  
November 2020 are  
rejected
• Values of the Salinity and pressure adjustments made in delayed time are stable, withlow amplitudes for a large majority of the floats – 85% of the profiles were adjusted less than 0.01 psu in salinity and less than 1 dbar in – These 85% also show differences of less than 1 cm between adjusted and unadjusted dynamic 
Values of delayed time adjustments and impact on comparisons to altimetry data  
pressure 
heights.  
Argo Data Management Meeting (ADMT-21) – 2-4/12/2020 
• The differences with the co-located altimetry data are also small and stable over time - 9 - [image: ][image: ]
and less than 5 cm for 84.4% of the profiles => good coherence between these two types of observation throughout the life of the floats 
DHA adjusted // SLA  
vs cycle number 
< 10 cm 
< 5 cm 
< 2 cm 
< 1 cm
[image: ][image: ][image: ]REPORT FOR ADMT#21 
ARGO REAL-TIME ISSUESMathieu Belbéoch mbelbeoch@ocean-ops.org
[image: ]
[image: ]
EXEC. SUMMARY 
Argo real-time issues 
▪ Argo RT data flow is on light decrease since a year of the order of 10%. 
▪ small part might be explained by the COVID impact on network reseeding but there is an older slow decreasing trend (flat funded contributions). ▪ Data Delivery indicator is better than ever: 97.5% (float deployed vs data distributed). 
▪ Data Timeliness indicator => margin for progress for some DACs (BODC, INCOIS, CSIRO, AOML, ISDM) ▪ Iridium share is now 85% enabling better timeliness indicators 
▪ 97% of data reach GTS within 24h. 
▪ 92% (USA) - 93 % (FR) reach GDACs within 24h  
▪ 75% reach GDACs within 6h 
▪ BGC floats data meet the 24h target, with a median below 5h (except for UK/BODC) 
▪ Deep float data meet the 24h target, with a median between 2-5h, except for US deep floats 240h (profiling on descent ?) 
▪ Data Quality indicators: 
▪ Grey list on increase (15% of operational fleet) 
▪ Quantity of best quality profiles: 91% TEMP, 79% PSAL 
Place and meeting name Date
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RECOMMENDATIONS/ACTIONS 
Argo real-time issues 
▪ Registration @OceanOPS 1st, then data flow. Critical for deployment planning, and data flow optimization. 
▪ Potential delay improvementsfor DACs 
▪ INCOIS: Argos (24h) and Iridium floats (13h) 
▪ ISDM: Iridium floats(11h) 
▪ NOAA/AOML: Deep floats (240h) 
▪ BODC: BGC floats (493h) 
▪ CSIRO: Argos floats (22h) 
▪ OceanOPS: develop a 6h, 3h data timelinessindicator, with a distribution by telecom. type, network and variable. ▪ Check further GDACs differences 
Place and meeting name Date
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