[bookmark: _ke3ql1ea520k]Summary for closing remarks:

45 attendees

Many lessons to be learnt from past experiences of code sharing.

Some tools are on github or available via DOI - action: compile a list.

There are some indications that sharing portable components of the system is preferable over installing end-to-end systems in parallel. There is a need to identify suitable modules. Likely candidates seem to be decoders, or maybe just versatile functions that do certain parts of the decoding and allow the DACs to determine the output format or the ingestion into a database. Bufr encoders have already been shared successfully.

Challenge also exists in developing skills to e.g. all migrate to the same language such as Python 

Seems like we need a BGC-focused discussion group to find out where we consolidate efforts.

Engage with Manufacturer to facilitate Decoding and how metadata are made available

We could try break-out groups in the next session but need to think the approach through in more detail.

Maybe there is a way to have online access to format specifications from manufacturers. The sooner such format descriptions can be provided to DACs, the better.

Action: resend link to DAC questionnaire


[bookmark: _ysdqypv66zn]1st DAC Workshop - Notes
Welcome (Matt Donnelly)

Matt Donnelly reminded the objectives and the format of the First DAC workshop , that due to COVID-19 moved from a one day meeting to a 2 time 3H virtual meeting . He reminded that discussions are focussed on the DAC part of the Argo data system, DACs that process data from the raw data from the floats to the provision data to the GTS and GDACs and ensure interaction with PIs and DM-operators .  While it is recognized that that DACs have developed in the past 20 years with different approaches taking into account the infrastructure that was in place in their institutes also organised differently the relation between the different actors.

The meeting goal is to study how we can best evolve how DACs work together?
· Can we better understand each other's set-up and operation?
· Can we work more closely to e.g.
· Effectively share approaches, lessons learned, code?
· Work collaboratively on future software development, like common decoders for  types of float?
· What are the difficulties in attempting to work more closely?
· Different priorities and approaches?
· Different stages of development?
· Differences in existing systems?
· Code often not written in a portable way?

Application to assist decoding (Fumihiko Akazawa, JAMSTEC)

JAMSTEC deployed a lot of types of floats and in order to reduce the time to implement the new decoders , JAMSTEC developed the tool to help with finding and analyzing differences for Apex and Nazis type Iridium floats (their msg and log files). The python-based tool does that by comparing the data formats of an older float with the format of a newly purchased float. The result is a list of differences between the two, including alternative parameter names in the data files determined by the Jaro-Winkler Distance method, which can quantify similarity of character strings. It has been used on APF11 floats.

The tool is available at   https://github.com/argojamstec/ArgofloatChecker

Allow matches on similar text strings regarding metadata terms to account.  	Comment by Claudia Schmid - NOAA Federal: Not sure what that means?
Useful for creating NetCDF files directly.	Comment by Claudia Schmid - NOAA Federal: How?
Uday: only applicable after decoding e.g. re: hex?
Claudia: This approach works on files that contain descriptive text in addition to engineering and configuration data.
Shigeki Hosoda: Welcome suggestions for useful.	Comment by Claudia Schmid - NOAA Federal: I assume this means suggestions are welcome.
Kim Martin (SeaBird)i: welcome feedback on Navis variability to help with consistency. Action ...
Claudia: We have cross-reference tables of terms to compare. Action: post these somewhere?
Sylvie: Action: how are DACs handling different firmware versions?  Compare approaches and experience?
Brian : Action: Important also to engage with manufacturers to have those information properly documented rather than having to guess by comparison when data are flowing from floats what are the different configuration information that may be provided by floats. 

Comment from Brian King:I thought that approach of systematically comparing the mission parameters for a float with previous floats is likely to be very useful. I assume that even if the comparison is automatic, the output of the comparison must be interpreted by an operator. For the example given in the talk, I notice that for an APEX apf11 there are three kinds of buoyancy nudge. ParkBuoyancyNudge (during Park), InitialBuoyancyNudge (start of Ascent) and BuoyancyNudge (during Ascent). If any of those names changed, it would probably require an operator to see what had happened, but an automatic alert would be useful and save time.
Reply by Shigeki:  Yes, DMQC operators and DACs need to check whether the candidates for parameters are the same or not. It is difficult to automatically identify parameter names. Action: I strongly suggest asking the manufacturer about the situation.	Comment by Claudia Schmid - NOAA Federal: Brian: does this match what you meant?

Introduction to Chinese DAC and efficient programming skills (Zhengdong Liu, CSIO)

7 persons operated the different activities of the Argo Data system at CSIO . CSIO managed data from a variety of Argo floats from nearly all the manufacturers. 

Moving towards high rate of data delivery thanks to rapid data access - fastest for BEIDOU

Also maintains mirror of Argo GDACs twice a day - used for MEDD and climatology test

Programming skills:
· Metadata table for each float model
· Contains information on data format, variables, units, etc.
· NetCDF generation: only modify table contents following e.g. ADMT updates


Brian King question:  new tools being developed in Python?
Zhenghong Liu: mostly in Matlab, only using Python for email extraction for SBD files.

Metadata like sensors, store in flat ASCII then ingested

Infrastructure agnostic toolboxes (Matt Donnelly, BODC, NOC)

Challenges: legacy systems that grew over ~20 years. No DAC has been processing all the versions of all types of floats. Decommissioning of old software/systems a challenge (e.g. in case of need for reprocessing). Dac can have efficient QC procedures but  they are not code in a portable way ...
What  in and Infrastructure Agnostic ? 
· No assumptions about the system in which it will be used – generalised inputs/outputs
· Classic ‘package’/’library’ rather than code developed for specific system setup – therefore portable
In practice:
· Bare minimum of input requirements
· Bare minimum of output requirements
· May need infrastructure specific code as ‘adapter’
· Minimise duplication of effort:
· Write once
· Multiple testers
· Implement many times
· Easier to make future updates and to compare version across e.g. programming languages

Matt is working on use decoding from manufacturers ( SBE decoders , TWR APF11 ) to decode and than BODC link to the rest of BODC chain  Plan to look at what is provided by NKE 

In future can we share e.g. Netcdf Writers, DMQC decision tools?

Sylvie: What needs to be done by developers to provide  pieces of software that could be included in  such agnostic infrastructure. Action: need to identify small functions on which it would be interesting to share tools in the for of libraries 
Claudia: Some past exchanges have not worked due to information exchange.  Unix and Linux migration - underlying libraries.

Steve Diggs: Just a comment: The IQuOD Team had success with this “one code” concept for the AutoQC battery —> https://github.com/IQuOD/AutoQC 

US Argo DAC (Claudia Scmid, AOML)

Moving towards direct BGC Argo decoding.while it used to be done outside US DAC   
System has multiple languages - c/c++ (Argos), java (Iridium Rudics), Fortran (QC, netcdf, TESAC) - increased as the system evolved.
Moved from one decoder for each format for Argos floats  to a table driven decoder.  Also table driven for Iridium Rudics, setting up table-driven decoding for Iridium SBD. Data retrieval developing due to new security constraints (e.g. switching from telnet to web-based system for Argos data; secure ftp, …).
Using BUFR writer from MEDS (there are others available Action: need a list)
Intermediate self-describing ASCII. Meta data determining how a float is decoded, what the grey-list status is, and static information describing a float is in ASCII files.
Safeguards against overlapping cron-driven execution.

Question from Anh: do you use a database?
Claudia: currently all intermediate data are in flat ASCII files, major undertaking to transition to database system.
Sylvie: If you could restart from scratch, would you use a database?
Claudia: Probably, but benefits and drawbacks to database approach. Biggest challenge is that the data transmission is not always clean. Dealing with exception handling is challenging. Some form of intermittent format might still be needed when using a database. There is a need to minimise the number of steps to avoid increasing the complexity. Do not always receive sufficient information to efficiently implement when provided software by others. Making it successful requires commitment and resources on both sides.

Action: Matt to inform DACs they can comment on what they would prefer if they could start from scratch in the DAC survey - in a final open-ended question.

RT operations at CSIRO (Gabriela Semolini Pilo, CSIRO)

Growing team at CSIRO contributing to Argo DAC.  None are full time on Argo DAC - working on non-Argo but also on e.g. DMQC.  Mix of Apex, Navis, MRV Altos.  Well-integrated team from deployment planning through to data processing and QC.

Planning to switch from a Matlab to a Python system by the end of next year.  Current Matlab system is prone to human error and difficult to develop, but still the primary system.  Python system has moved to PostGRES RDBMS - with possibility to include merge of DMQC database - and being used for Iridium SBD floats only at the moment.  Includes calibration and test file reading and auto-population.  Roger is the only person with knowledge of database use, and operators using Python SQL interface.  All floats go through the same system.	Comment by Claudia Schmid - NOAA Federal: merging with?

Python  code is object orientated, depending on type of file.

Question from Josh Plant: Auto-filling from PDF files too?
Answer from Gabi: Python scripts can read from PDF files too.

Question from Chris Gordon: Is Python system available in GitHub?
Answer from Gabi: Is in BitBucket at the moment - plan to make available through GitHub

Question from Romain Cancouet: Would it be possible for manufacturers to provide all metadata (floats, sensors) in a machine readable format (action)? That could reduce human errors in filling the metadata information. We would probably have to guide them on Argo Vocabulary?

Comment from Zhenghong Liu: I agree alternative machine readable files should be provided.

Kim Martini (SeaBird): In the process of making metadata available in machine-readable format for sensors, but for floats it is more complicated. Timeframe not currently available.

Brian King: Romain’s suggestion would be very welcome. It has been requested/suggested before at the last float tech workshop in Seattle. It would be really useful if the manufacturers compiled that information and published it on their web sites for all floats declared to be Argo floats at the time of purchase. There cannot be a question of this information being confidential, because if it is declared to be an Argo float, the purchaser has undertaken to put it in the public domain in a file at the GDAC

Mat Dever comment: RBR is already providing all the information about the CTDs in a machine readable format and have been working with ADMT on the part related to the Argo vocabulary.
Greg Johnsom: There was a question about machine readable metadata.  For RBR, you can see https://oem-lookup.rbr-global.com  Try the s/n 60265 which is an RBRargo CTD.  JSON output, including links to PDFs of calibration certificates.

Sylvie: Need to take clear action: to engage manufacturers so that information flow from Manufacturer to DAC is more fluent.

Matt D.: Plan to do things as part of ENVRI-FAIR - maybe manufacturer show and tell (action)?


Increasing DAC rate of data delivery < 3 hours for operational use (Matt Donnelly, BODC, NOC)

Is it possible to go to < 3hours delivery (maybe significantly less). That would help numerical weather prediction models.

Last year we agreed to the 12h target and we agreed to start monitoring how far we were to the 6 hour target.

Challenges at BODC. Can run system only 4 times a day for Argos floats. Iridium data can be processed much faster if decoupled from Argos processing. Can we move from a cron base system to an event based system.

Questions for DACs:
Are all other DACs operating on cron-based systems?
Argo-Australia is cron-based: Matlab system runs every 6 hours, Python system (with SBD messages) runs every 3 hours. An event-driven system does sound interesting.
Are DACs considering how to reduce processing times?

Claudia: AOML is monitoring timeliness and regularly reviewing if we can tighten the cron schedule. Pretty much maxed out during the week (need time slots for manual runs during the day). Argos profile processing is done 3 times a day. Iridium profile processing is done 14 times a day (mostly every 1 to 2 hours).

Anybody considering moving to an event driven system?

Claudia: currently not possible at AOML (do not have a way of knowing if new data is available).

Claudia: Do weather models directly ingest ocean observations? Are they coupled models?

Matt: UK MET office is moving towards coupled models.

Sylvie: Copernicus is taking everything within 3h form atmosphere and within 6 hours from ocean.

Mark: US navy models are using larger time windows for ocean models than atmospheric models. Reason: lack of timely data from the ocean observing system. They increased the efficiency of their system.

Matt: maybe modelers can share information on how to reduce computational expense

Sylvie: As the ocean is evolving less rapidly than the atmosphere , shouldn’t we first discuss with the forecasting system managers to really assess the need for such rapid delivery.  More critical for coastal rather than deep ocean. Discussion within Copernicus with weather forecast community seems to indicate that their ingestion system based on GTS is tined for atmospherique data and presently not really able to process differently ocean and  AtmosphereAtmosph data which is a pityBrian: Some parts of the ocean do evolve rapidly - e.g. even surface ocean in mid-ocean, particularly where atmos-ocean interactions are critical.
:  
Mark Ignasewski: US Navy models using largertime  windows for ocean data  than for atmospheric.  More timely the better, but accounting for late arrival data.  The Navy approach has been very computational expensive.

Matt: Perhaps model running institutions could share expertise in reducing computational expense?

Action on engaging with Weather forecast community to better assess their needs ?

Uday: Move to event-based? How would this be achieved .

Matt: Don’t have an answer, but want to prompt thoughts and sharing potential approaches.

Claudia: AOML has an independent (parallel) system for hurricane floats on a 15 minute cycle. 

Zenghong Liu: how an event-driven system handles multi-sbd or multi bin files from Iridium PROVOR floats? Iridium Provor floats that one profile could be splitted into multi sbd or bin files
Thierry Carval: event file handling systems can be envisage but they can become  quite complex as we should control the number of event in // to be able to manage the fact that data flow is heterogeneous with period with a lot of data to process and period with less without possibility to know it advance 






Argo Canada DAC (Anh Tran, MEDS)

presented overview. Were part of Argo since the beginning (1998/99) 585 floats (105 active); 6 types; 16 formats; Argos and Iridium; data come in via telnet, ftp, email; system runs on two systems (open VMS and windows server)

Meta data in a database
Decoder written in Java or fortran
Data ingested in database after qc
Argo NetCDF generation is written in Java driven by XML files to configure output, using data stored in a database.
Legacy of Fortran poses challenge for new operator who have learn newer languages, and aspire to migrate to Python-based system.

Coriolis processing chain (Vincent Bernard & Thierry Carval, Coriolis)

Latest version in Matlab 2020a
Data processing chain available via a DOI (add link here …) run-time java version available as well (no matlab license needed)
Set up for Argo floats, coastal floats and prototype floats (the latter no Argo compliance)

Have a DOI with tools that go beyond DAC processing (add link here …)

Have a standardized deployment sheet (MALO filled by the PIs who deployed the float ; if missing, then a float will not be processed). The entered data are loaded into the Coriolis database. Fields are constrained to reduce user error.

The  decoding execution reports are in XML format. Decoding is tracked in a dashboard and can be checked on internet, including timeliness.

Have a tool for visual QC that can be used by PIs. Yields a netcdf file that can be sent to GDACs.

Would choose python if they set up the system now. But as we have to Regularly reprocess whole families of floats we would need to maintain the two chais which is difficult to maintain on the long term. 

Sylvie: Do you know how many users download the processing chain from the DOIs?
Thierry: yes, get annual reports. 53  downloads.
 
Jean-Philippe Rannou: 53 downloads of Coriolis processing chain in 2019


Henry Bittig : Agree on Thierry's last point: Reporting any information transmitted by floats has been very important and useful in retrospect/revisiting older floats, particularly BGC!

Simultaneously operating two systems - BODC and Coriolis processing chains (Matt Donnelly, BODC, NOC)

“BODC system” and “coriolis processing chain”  were implemented in // 	Comment by Claudia Schmid - NOAA Federal: what does that represent?

What follows are experiences of operating two chains in /// and  not criticism of the Coriolis chain.	Comment by Claudia Schmid - NOAA Federal: what does that represent?

Recognized the need to work more closely together between Bodc and Coriolis DAC .

Parallel systems are end-to-end, including visual and DMQC.

Coriolis processing chain (CPC) is portable  but included in the chain is some DAC-specific way of processing data that can make it difficult to completely use it … For example in the registering of each decision i DB that was more challenging .. 	Comment by Claudia Schmid - NOAA Federal: not sure what this means.

BODC Argo system (BAS) has portable components but not shared presently 

CPC was partially integrated into BODC Argo System for monitoring purposes.

Sylvie: Does the fact that CPC is end-to-end make it harder to use. Would it help to only get the decoding component or some modules ?

Matt: getting just the decoders may have been easier, but it is hard to tell if that is the case without trying it. But yes it would have been easier to be able to pick only some modules

Greg: Are other countries using the CPC?

Uday: we tried it, and had problems running it end-to-end. We are using modules of it.

Experience of two modes of DMQC operation - internal and external (Clare Bellingham, BODC, NOC)

Do DMQC in house and receive DMQC files from various DM operators.

Benefits: insightful; promotes discussions between groups, …

Challenges: requires more training; documentation; coping with updates from external software

Expected challenge: multiple dependent parameters from BGC floats.

Brian: Have to keep an eye on DMQC for BGC floats with dependent parameters/

Sylvie: where we can work more closely together is the BGC system. Identify the pieces where collaboration will work best.

Claudia: would be good to have a specific BGC DAC planning session.

Sylvie: identify the pieces where we would like to work together “now”in a collaborative manner

Thierry Carval: Yes, it is a non trivial code to combine DM - RT versions of distinct Core and BGC parameters

Catherine Schmechtig: DMQC on position and date between core and BGC files needs to be  also addressed

Indian DAC and experiences of sharing the s/w with centre like CSIRO (Uday Bhaskar, INCOIS)

Initial system was C on windows.
Collaboration with CSIRO - migrated to their matlab-based system (following ADMT 8)
Code available on github
Linux OS
Running system 4 times a day.
Monitored using email reports
All data are archived (including raw data)
No database used (everything stored in flat files)
Yearly backup in tar-file.
DMQC - initially CSIRO; lately OWC (due to transition to netcdf 3.1)
Grounding alerts for floats entering shallow waters is someon	Comment by Claudia Schmid - NOAA Federal: not sure how to complete this sentence.

Question from Gabi (CSIRI): Uday, how do you determine if a float is about to ground? Do you use any model data to predict the flow within 10 days?

Uday: Uses GEBCO comparison.

Gabi: have you changed mission to avoid grounding?

Uday: we changed missions for other reasons.

Close (Claudia Schmid)

Greg Johnson: What about defining a format for data that manufacturers must adhere to?  And also insisting that all decoders are supplied by the float manufacturer as part of purchase?
(for next time)	Comment by Claudia Schmid - NOAA Federal: when/what?
agreed - just an intermediate standard	Comment by Claudia Schmid - NOAA Federal: not sure who said this

Matt D.: As part of work on introducing the NERC Vocab Server, plan to engage with manufacturers.  Those responsible for configuration and technical parameter terms have discussed the challenges.  Potential for revisiting use of standard format ID table to help with managing format versions.

Brian King: Some manufacturers have made a decent effort to try to make their files easy to translate into Argo meta, prof, etc. Either changing their float files, or providing a tool. Some manufacturers are lagging behind a bit in being so helpful. @Claudia: In December I will deploy a float with a new firmware rev that we haven’t had before. To be perfectly honest, until the float is in the water and sends a data file, we can’t be absolutely sure what it will look like and what BODC will have to decode. So they will be put in a position of having to catch up.

Greg Johnson: @brian why can the float manufacturer not provide this?  It just seems to create an unnecessary burden on you even though you are the _customer_ in this relationship.

Brian: @greg: In principle we could ask for a dummy data file collected from a bench simulation. But even then I would think there is a chance that a real file will differ from a bench simulation. I agree the situation is not satisfactory.

Claudia: dummy data is better than nothing. What we were facing is: no example data and no format description.

Shigeki Hosoda: I think it is good to encourage more manufacturer's technicians to participate in the next DAC WS. action


