Argo Data Assembly Centre  - Survey 2020

Background
At ADMT-20 there was a brief gathering of those involved in the management of DACs, at which the idea of improving coordination and collaboration between the DACs was discussed.  It was agreed that Claudia Schmid (AOML) and Matt Donnelly (BODC) would organise the 1st Argo DAC Workshop alongside ADMT-21.

The workshop will take place in two parts:

1. A typical seminar style session, the week before of the ADMT-21 plenary, where DACs can present to highlight a topic that needs addressing, recent developments that might benefit other DACs, or to propose a collaboration to solve a common problem;
2. A workshop style session(s), in January 2021, to discuss and develop approaches to improve DAC collaboration.
Aim
One of the challenges in improving collaboration between DACs is to understand how each DAC works, what challenges each face, what developments are being made, and how we might each benefit from working together.
One of the first steps is to collate some information in the form of a survey, the results of which would be anonymised and shared amongst the DACs.  The idea is to enable us all to have a chance to think about the issues raised and how to make best use of the workshop.  BODC undertook a similar survey of DMQC operators in 2019 which resulted in an illuminating set of responses.
Approach to answers
The more complete the answers that are given, the more useful the survey will be.  However, we recognise that some questions, particularly regarding your operating environment, may be considered sensitive information.  You should provide whatever level of response your organisation is comfortable giving.
About Your DAC
Please provide information about your DAC, including who has contributed to these survey responses.
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Survey Questions
1) Operating systems and programming languages
What is your DAC’s operating environment?
Consider your DAC’s computing facilities (e.g. server or local machine), operating system language (e.g. Linux) and primary shell language (e.g. BASH).  Please do not include security sensitive information.


What programming language(s) does your DAC system use?
Do you use FORTRAN, Java, Matlab, Python, or some other language?  Do you use a combination of languages?


2) Management of deployment metadata
How do you store metadata which is not transmitted by the float?
How do you store information such as that found in deployment notifications?  Do you use direct exports from OceanOPS (Jcommops), do you store metadata in files (e.g. JSON files) or databases (e.g. Oracle) for further use?



3) Retrieval of data from floats
What types of Argo float communications do you manage: now, historically, and planned for in the future?
Most DACs have managed Argos data, whilst many manage Iridium Rudics and Iridium Short Burst Data (SBD), with less wide use of Beidou and Orbcomm.  The mix between Rudics and SBD may also be shifting as programmes develop.  Are you favouring one or the other for core and BGC floats?



What data retrieval methods do you use?
Do you use e.g. the CLS Web Service, or some other Argos data retrieval method?  Do you communicate with Iridium floats directly through your own Iridium base station, or do you use a service such as the CLS SFTP server or Villefranche for SBD data? 



Would you be willing to share the original data from the floats to aid collaboration and future reprocessing?
It has been suggested that sharing of raw data may aid collaboration through, e.g. shared development of message decoders.  It would be helpful to have an explanation for your answer and any idea for how to facilitate collaboration on message decoding.




4) Data storage
Do you store all the raw data?
Do you retain all the data transmitted by the floats in perpetuity, or do you discard it sometime after initial decoding?



How do you decode the raw messages?
Do you use only decoders written internally or do you use code developed by other institutions?  Do you use code provided by manufacturers in your decoding process (e.g. TWR binary file decoder)?  Do you use a single extensible system, or do you have a separate decoder for each batch/type of floats?


How do you store the decoded data?
Do you store the data directly in Argo standard NetCDFs, or do you use an intermediary unitary data management system with e.g. SQL databases or standardised file repositories?





5) NetCDF generation
How does your DAC generate Argo standard NetCDF files?
Does your DAC directly generate Argo NetCDFs from the raw data messages or do you generate Argo NetCDFs from an intermediate storage?  Is the NetCDF generation code written by your instutition or are you using code written by another institution?  Do you operate more than one set of NetCDF generation code, e.g. one version for Argos floats, another for Iridium floats?


6) BUFR generation
What is your DAC’s approach to generate BUFR files for distribution on the WMO GTS?
Do you generate BUFR files from Argo NetCDF files, from the raw data files, or from intermediate storage?


What code does your DAC use to generate BUFR files?
Do you use a BUFR file writer shared amongst the community, or have you developed your own?  Which BUFR writer do you use and would you be prepared to collaborate in future?


7) Real-time QC, including managing external feedback
What implementation of the DAC real-time tests do you use?
Do you use a set of real-time tests developing for your DAC infrastructure, or do you use a toolbox?  If you use a toolbox, where is it from?



How do you handle feedback from the Objective Analysis and Altimetry QC reports?
Do you have a manual or automated approach to handling this feedback?  Do you treat this as primarily DAC activity, or do you refer it to delayed-mode operators and PIs?



8) Interaction with DMQC operators and PIs
How do you interact with the delayed-mode QC operators and principal investigators?
Are you provided with delayed-mode QC decisions which you apply to your system/files?  Are you provided with D-files with QC decision already applied?  How do you keep track of delayed-mode decisions over time, e.g. each annual round of core DMQC potentially with different operators?  How do you plan to do this for BGC Argo?




9) Diagnostics and alert tools
What diagnostic tools do you use assess the health of your DAC system?
Do you have tools to assess the health of your DAC system, such as highlighting processing problems, unexpected incoming data or computing infrastructure problems?


What alert tools do you use to understand the performance of the fleet you manage?
Do you have internal tools to understand floats that are overdue in transmitting data, behaving strangely, or transmitting unexpected formats of data?  Do you use external tools such as the EuroArgo Fleet Monitoring tool to help you understand the status of your fleet?


What information would you like to have about the status of files on the GDACs?
What statistics on e.g. GDAC snapshots would be helpful to understand the status of files submitted to the GDACs?  Some ideas are: histograms or other statistics of files, floats and parameters.





10) Other feedback
If you have any other feedback that doesn’t fit into any of the questions, please enter it here:

